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Abstract

In standard reinforcement learning setups, the
agent receives observations and performs ac-
tions at evenly spaced intervals. However, in
many real-world settings, observations are ex-
pensive, forcing agents to commit to courses
of action for designated periods of time. Con-
sider that doctors, after each visit, typically
set not only a treatment plan but also a follow-
up date at which that plan might be revised.
In this work, we formalize the setup of timing-
as-an-action. Through theoretical analysis
in the tabular setting, we show that while
the choice of delay intervals could be naively
folded in as part of a composite action, these
actions have a special structure and handling
them intelligently yields statistical advantages.
Taking a model-based perspective, these gains
owe to the fact that delay actions do not add
any parameters to the underlying model. For
model estimation, we provide provable sample-
efficiency improvements, and our experiments
demonstrate empirical improvements in both
healthcare simulators and classical reinforce-
ment learning environments.

1 INTRODUCTION

In the real-world, decisions are often spread across
irregular intervals of time. After each visit, doctors
must commit to not only a course of treatment but
also to a follow up plan. Each office visit offers an op-
portunity to gain fresh information and course correct
if the current treatment regime is unsuccessful. On
the other hand, excessive visits are expensive, consum-
ing hospital resources and consuming time that could
be spent on patients in greater need. Thus doctors
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must trade off the value of information gained the cost
of more frequent opportunities to observe and inter-
vene. Similarly, research advisors must decide not only
how to advise students in each meeting, but also how
frequently to schedule these touchpoints. Economists
have considered related scenarios where firms incur a
cost for observing market state and must set pricing
policies that will hold in between observations (Mankiw
and Reis, 2002; Stokey, 2008). When the state is fully
unobserved between actions, agents must anticipate
both the state and the speed at which their information
of the state will go stale in order to choose both action
and time to next observation.

Several works in disease progression modeling have
applied multi-state models, which assign probabilities
or intensities to transitions between different discrete
states, to capture state transitions across periods of
non-observation (Jackson, 2011; Young et al., 2020;
Lorenzi et al., 2019; Cheung et al., 2022). For car-
diovascular disease, Lindbohm et al. (2019) utilized
multi-state Markov models to estimate rates of pro-
gression for different risk groups, demonstrating how
different screening intervals can lead to different trade-
offs between cost and quality-adjusted life years. Breast
cancer screening has been the subject of substantial
controversy (Esserman, 2017; Marmot et al., 2013),
with different organizations recommending different
screening policies (Ren et al., 2022). However, the
prior literature leaves open the question of how a re-
inforcement learner ought to go about learning a joint
policy over actions and observation intervals.

In this work, we explore how one might learn policies
in an action space augmented by the choice of when
to observe and take the next action. We show that
this setting is amenable to standard model-free and
model-based reinforcement learning algorithms in this
augmented action space, but also propose a new timing-
aware model-based approach which can leverage the
temporal nature of the timing action. We prove theo-
retically that the timing-aware algorithm has improved
sample efficiency compared to the aforementioned stan-
dard approaches, which arises from more efficient model
estimation, and empirically characterize the estimation
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error rates of timing-aware, timing-naive, and model-
free strategies under various quantities of samples and
exploration policies, showing that the timing-aware
strategy is able to consistently achieve the lowest es-
timation error with fewer samples. In the disease pro-
gression, windy gridworld, and glucose reinforcement
learning environments, we demonstrate empirically that
timing-aware learning consistently achieves the lowest
estimation error the quickest, and is also able to achieve
the highest average cumulative reward. At the same
time, we empirically find that low estimation error is
not always necessary for good performance as measured
by average cumulative reward. Finally, we release our
timing-as-an-action simulators to encourage further
model and algorithmic development in this setting.

2 TIMING-AS-AN-ACTION

Consider the motivating setting where a patient with
a chronic illness visits a doctor, who prescribes them
a daily medication and schedules a follow-up appoint-
ment. We design the timing-as-an-action problem set-
ting to mimic this interaction dynamic, where impor-
tantly, (1) the doctor must choose not only which treat-
ment (action) to recommend but also how long (delay)
to recommend it for, (2) the doctor does not observe
the patient’s intermediate state or the benefit of the
medication until the next appointment (no observations
of state or reward until after the delay), (3) there is
some cost to each appointment (observation and action
cost). With these characteristics in mind, we define the
timing-as-an-action Markov decision process (MDP)
and reinforcement learning (RL) setup.

Timing-as-an-action MDP The timing-as-an-
action Markov decision process is an infinite-horizon
MDP defined by the tupleM = (S,A,K, P,R, γ, C, s0),
with state space S, action space A, and delay space
K = {1, 2, ...,K}, where K ∈ N. The delay space K
represents the set of numbers of timesteps for which
an action can be repeated, and a policy in the timing-
as-an-action MDP must make decisions over both ac-
tions and how long to take them for (the delay), i.e.,
π : S → ∆(A × K), where ∆ indicates the proba-
bility simplex. Note that with different choices of k,
the resulting sequence of observations will be unevenly
spaced in terms of the underlying timestep, which we
will refer to as the primitive timestep. The underlying
one-step reward function, or primitive reward function
R : S × A → [0, 1], is assumed to be deterministic
and in a bounded nonnegative interval. Additionally,
there is a discount factor γ ∈ [0, 1); a fixed, known
interaction cost C ∈ R≥0; and a deterministic starting
state s0. The k-step transition probabilities are given
by P : S ×A×K → ∆(S), where ∆ is the probability

simplex, and P (s′|s, a, k) denotes the probability of
transitioning to a next state s′ after taking action a
for k timesteps from a state s.

Importantly, the true transition probabilities P have
the structure that the k-step transitions are induced by
the 1-step transitions. Before formalizing this property
we introduce some additional notation. For any valid
transition P ′, let P ′

a,k(s
′|s) := P ′(s′|s, a, k) for short,

and let the bolded version P′ denote the corresponding
A×K×S×S tensor, where indexing into the tensor is
denoted asP′[a, k, s, s′] := P ′(s′|s, a, k), and we also de-
note P′

a,k := P′[a, k, :, :] and P′
a,k(s

′|s) := P′
a,k[s, s

′].
In the timing-as-an-action MDP, we have Pa,k = Pk

a,1

for all (a, k) ∈ A×K, which refers to the one-step tran-
sition probability matrix multiplied by itself k times.

Timing-as-an-action RL setup In the timing-as-
an-action RL setup, the agent alternately observes a
state s, chooses an action a to commit to, as well as a
delay k, that corresponds to the number of timesteps
the action a is played for. The agent then observes
state s′ as well as the aggregated k-step reward g,

g = −C +
∑k−1

j=0 γ
jrj , (1)

that is the discounted sum of the (unobserved) one-
step rewards encountered along the k steps of taking
action a, from which C, the cost of interaction, is
subtracted. For clarity, one step of an agent’s inter-
action with the environment env = M , i.e. calling
s’, g = env.step(a,k), is summarized below (ignor-
ing termination conditions and done’s for simplicity):

Timing-as-an-action env.step(a,k)

Given: env = M , current state s.

Initialize s0 = s. For j = 0, . . . , k − 1:

1. Sample rj ∼ R(sj , a)

2. Transition to sj+1 ∼ P (·|sj , a, 1)

Out: aggregate reward g = −C+
∑k−1

j=0 γ
jrj ; next

state s′ = sk

Crucially, the intermediate states (s1, . . . , sk−1) and
intermediate one-step rewards (r1, . . . , rk−1) are not
observed—only sk and the aggregate rewards g (defined
above) are. This captures the challenges of learning
when to observe, core to healthcare applications as
discussed previously, and distinguishes our problem
setting from the “standard” RL setup.

Value functions We call G : S × A × K →
∆([−C, 1

1−γ − C]) the distribution over aggregated re-

wards induced by R and P , i.e., g ∼ G(s, a, k), with
expected value

E[G(s, a, k)] = −C +
∑k−1

j=0 γ
jE[R(sj , a)|s, a].
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When a policy π interacts continuously with M , it
observes a trajectory (s0, a0, g0, s1, a1, g1, . . .), and its
state-action value function of policy π is the expectation
of its total discounted return over the infinite horizon
of interaction:

Qπ(s, a, k)

= E

[ ∞∑
τ=0

γ(
∑τ−1

τ′=0
kτ′)gτ |π, s0 = s, a0 = a, k0 = k

]

and its state value function is V π(s) =
Ea,k∼π(·|s)[Q

π(s, a)]. Lastly, the goal of the timing-as-
an-action reinforcement learning problem is to find the
optimal policy π∗ = argmaxπ:S→∆(A×K) V

π(s0) that
learns which actions and delays to take in order to
maximize its total discounted return. We define the
optimal value function Q∗ := Qπ∗

, and same for V ∗.

3 RELATED WORK

The timing-as-an-action framework is most closely re-
lated to the options and hierarchical RL literatures, but
there are key differences, described shortly, that make
them very different learning problems. Broadly, an
option is a pre-defined, temporally extended sequence
of actions. An MDP endowed with a set of options
is called a semi-MDP, and the agent’s policy chooses
options to take. The options framework has been com-
monly used for reasoning at different levels of temporal
abstraction (Sutton et al., 1998, 1999; Bacon et al.,
2017; Machado et al., 2023). Options belong to a class
of reinforcement learning (RL) approaches called hier-
archical RL, which involves decomposing a task into
subtasks at varying levels of granularity (Barto and
Mahadevan, 2003; Dietterich, 2000; Vezhnevets et al.,
2017; Co-Reyes et al., 2018; Eysenbach et al., 2019;
Hafner et al., 2022).

The key difference between the timing-as-an-action
framework and semi-MDPs or hierarchical RL is that
the latter frameworks generally assume that per-step
observations and rewards are available to the learner,
and subtasks are often accomplished with a combi-
nation of different granular actions. In contrast, our
work utilizes repeated actions (to reflect, e.g., a patient
following a treatment plan), and does not assume ac-
cess to per-step observations or rewards, but rather
the aggregated reward and final observation after the
chosen duration for the action has passed (e.g. when
the patient comes back for a follow-up visit). Semi-
MDP methods which rely on per-step rewards and
observations are thus not applicable.

Model-based RL has offered a sample-efficient approach
for settings where interactions may be expensive to col-
lect (Kaelbling et al., 1996; Deisenroth et al., 2011; Sut-

ton and Barto, 2018). Motivated by human cognition,
Ha and Schmidhuber (2018) proposed a model-based
framework that learns an autoencoder vision network
and recurrent neural memory network to represent the
environment dynamics. In a “dream” world simulated
by these learned networks, a small controller network is
trained. For continuous-time domains with irregularly
observed data, Du et al. (2020) use neural ordinary
differential equations for model-based reinforcement
learning in semi-Markov decision processes. However,
as far as we are aware, none of these setups assign a
cost to observing and acting, and proactively jointly
optimize for the next choice of delay and action.

Repetition of actions has been found to be useful for im-
proving exploration in simple classical RL environments
(Dabney et al., 2020) as well as gaming environments
such as Atari (Braylan et al., 2015) and VizDoom
(Khan et al., 2019), where skipping frames can lead to
improvements in learning speed and final performance.
Prior work on learning action repetitions has used a
Q-network with multiple output heads per action for
different repetition lengths (Lakshminarayanan et al.,
2017), a framework that jointly learns an action policy
and a second policy that decides how often to repeat
(Sharma et al., 2017), and using all pairs of intermediate
observations to learn the values of multi-step actions
(Biedenkapp et al., 2021). However, these works assume
access to intermediate observations and rewards.

4 METHODS

4.1 Timing-as-an-action Bellman Backup

To facilitate planning in the timing-as-an-action MDP,
we begin with defining the following timing-as-an-action
Bellman optimality equation, that recursively relates
the value function to itself. For any (s, a, k),

Q(s, a, k) = E[G(s, a, k)]

+ γkEs′∼P (·|s,a,k)[max
a′,k′

Q(s′, a′, k′)] (2)

Such recursive equations are the backbone of value-
based RL methods (Agarwal et al., 2019), that opti-
mize policies from learned value functions. In partic-
ular, finding a value function that satisfies (2) for all
(s, a, k) implies that we have obtained the optimal value
function Q∗ (see Appendix A.1 for proof).

Lemma 1. The timing-as-an-action Bellman optimal-
ity equation (2) has a unique fixed point for Q∗.

As Lemma 1 is analogous to well-established results for
value-based learning in standard MDPs, the immediate
implication is that one could solve the timing-as-an-
action RL problem by applying standard value-based
RL algorithms (e.g., Q-learning), with an expanded
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action space equal to the cross product of actions and
delays A′ = A×K. Indeed, we will show that this is
the case in Section 4.2.1.

However, it should also be immediately clear that such
methods will be sample-inefficient because they do not
leverage the structure of the timing-as-an-action MDP,
namely, that observing k-step transitions also provides
information about the dynamics for k′ ̸= k. In general,
the sample complexity of RL algorithms depends on
the size of the action space (Azar et al., 2012; Agarwal
et al., 2019), here |A′| = |A||K|. This can grow rapidly
depending on the choice of delay space K, which, in
general, we expect to be relatively large as it represents
discretized time. For example, if one chose delays up
to one day with one-minute intervals between them,
the action space would be 1,440 times as large as the
single-timestep action space. Ideally, leveraging the
temporal nature of the timing action should result in
more efficient learning.

4.2 Learning Algorithms

We define three value-based RL algorithms based on
the timing-as-an-action Bellman backup (2). Two ap-
proaches, one model-free and one model-based, give a
naive treatment of the delay by treating it as any other
action, and can be viewed as standard RL algorithms
translated directly to the timing-as-an-action setup.
The third approach is also model-based, but leverages
the temporal nature of the delay, i.e, that Pa,k = Pk

a,1,
to share information between different values of delays.
As an extreme example, obtaining perfect 1-step tran-
sitions automatically translates to perfect estimation
of Pa,k for all k ∈ K; more generally, observations of
any delay allows for reasoning about the transitions
for other delays. Because the delay structure is em-
bedded in the transitions, model-based methods are a
natural choice for leveraging this structure (which is
not encoded in the Q-values).

4.2.1 Model-free

After taking action a for k steps from state s, the
environment returns an aggregated reward g and the
next state s′. The model-free approach updates the
action-values using the standard Q-learning update
(Watkins and Dayan, 1992):

Q̂(s, a, k)← g + γk max
a′,k′

Q̂(s′, a′, k′). (3)

Here the action space is simply the cross product of
all actions and delays (a, k) ∈ A × K, and a sample
of experience with delay k does not inform the values
associated with k − 1, k + 1, etc. To help improve
sample efficiency, we add experience replay, iterating
through tuples (s, a, k, g, s′) and updating using (3)

Algorithm 1 Model-free learning procedure

1: Input: MDP M , environment env to interact with
M , policy transformation πQ : Q→ ∆(A×K)S

2: Initialize replay buffer B = ∅ and Q-values
Q̂(s, a, k) = 0 ∀s, a, k ∈ S ×A×K.

3: for each episode do
4: s,done = env.reset(),False
5: while not done do
6: a, k ∼ πQ̂(·, ·|s)
7: s′, g, done = env.step(a, k)
8: Append B ← B ∪ {(s, a, k, s′, g)}
9: for (s, a, k, g, s′) ∈ B do

10: Update Q̂ via (3):

Q̂(s, a, k)← g + γk max
a′,k′

Q̂(s′, a′, k′).

11: end for
12: end while
13: end for

(details in Algorithm 1). To further improve sample
efficiency, we consider model-based methods.

4.2.2 Model-based

In the model-based approaches, we learn models of the
transition probabilities P̂ and one-step rewards R̂ using
a dataset of the form {(si, ai, ki, gi, s′i)}Ni=1, which are

then used to obtain the Q-value estimates Q̂.

For the timing-naive model-based approach, the transi-
tions are learned through maximum likelihood estima-
tion from the function class P:

P̂ = argmax
p∈P

N∑
i=1

log pai,ki
(s′i|si), (4)

where P = {P : S × A × K → ∆(S)} is the set of all
valid transitions (involving actions and delays). For
the timing-aware model-based approach,

P̂ = argmax
p∈P1

n∑
i=1

log
(
pki
ai,1

(s′i|si)
)
. (5)

where P1 = {p : pa,k(·|s) = [pa,1]
k(·|s),∀(s, a, k) ∈

S ×A×K}, recalling that p is the tensor version of p
thus [pa,1]

k is the S×S one-step transition probability
matrix multiplied by itself k times. Note that P1 ⊆ P
from (4), and the true transitions P ∈ P1 given the
structure the environment.

Then, given an estimate of the transition probabilities
P̂ (from either (4) or (5)), estimates of the one-step

reward function R̂ are obtained as follows:

R̂ = argmin
R′∈R

1

N

N∑
i=1

(GR′,P̂ (si, ai, ki)− gi)
2, (6)
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Algorithm 2 Model-based learning procedure

1: Given: MDP M , policy transformation πQ : Q→
∆(A×K)S , P ′ = P in the timing-naive approach
and P ′ = P1} in the timing-naive approach.

2: Initialize replay buffer B = ∅, Q-values Q̂ = 0,
transitions P̂ , and one-step rewards r̂.

3: for each episode do
4: s,done = env.reset(),False
5: while not done do
6: a, k ∼ πQ(·, ·|s)
7: s′, g, done = env.step(a, k)
8: Append B ← B ∪ {(s, a, k, s′, g)}
9: for (s, a, k, g, s′) ∈ B do

10: Update P̂ using (4) (timing-naive):

P̂ = argmax
p∈P

n∑
i=1

log pai,ki
(s′i|si)

or (5) (timing-aware):

P̂ = argmax
p∈P

n∑
i=1

log
(
pki
ai,1

(s′i|si)
)
.

11: Update R̂ using (6). GR′,P ′ is defined in (7):

R̂ = argmin
R′∈R

1

N

N∑
i=1

(GR′,P̂ (si, ai, ki)− gi)
2.

12: Update Q̂← value iteration(P̂ ,GR̂,P̂ ).
13: end for
14: end while
15: end for

where R is a one-step reward function class and G is a
deterministic mapping from a one-step reward function
R′ and transition P ′ to the corresponding expected
aggregated multi-step reward,

GR′,P ′(s, a, k) = − C

+

k−1∑
τ=0

γτEs′∼P ′
a,k(·|s)[R

′(s′, a)]. (7)

Note that by plugging in the true R and P , we have
GR,P (s, a, k) = E[G(s, a, k)]. The P̂ and corresponding

R̂ are then used to learn the Q-value functions via
value iteration, i.e., by finding Q̂ that is the fixed point
of the Bellman equation involving the estimated GR̂,P̂

and P̂ below:

Q̂(s, a, k) = GR̂,P̂ (s, a, k)

+ γkEs′∼P̂a,k(·|s)[max
a′,k′

Q̂(s′, a′, k′)]. (8)

4.3 Analysis

To highlight the sample complexity improvements in
model learning achieved by (5), we provide our guar-
antees in the generative setting, which isolates the
estimation problem from the challenges of exploration
in RL (Azar et al., 2012; Agarwal et al., 2019):

Definition 1 (Generative Setting). A generative model
takes as input (s, a, k) and outputs s′ ∼ P (·|s, a, k). In
the generative setting, we obtain n samples of s′ from
each (s, a, k) ∈ S ×A×K using the generative model,
i.e. Ds,a,k = {(s, a, k, s′i)}ni=1.

Proofs for the below are provided in Appendix A.2,
in addition to the more general versions for the non-
generative setting:

Lemma 2. In the generative setting (Definition 1),

for P̂ from (4), with probability ≥ 1− δ,

max
s,a,k
∥P̂a,k(·|s)− Pa,k(·|s)∥1 ≲ S

√
AK log(1/δ)

n
.

Lemma 3. In the generative setting (Definition 1),

for P̂ from (5), with probability ≥ 1− δ,

max
s,a,k
∥P̂a,k(·|s)− Pa,k(·|s)∥1 ≲ S

√
A log(K/δ)

n
.

Comparison of the above transition estimation results
reveals the sample complexity gains from (5) are ob-
tained by leveraging the delay structure, as evidenced
by their respective dependencies on K. While the
timing-naive estimate has

√
K in its upper bound

(Lemma 2), the timing-smart estimate obtains logK
(Lemma 3), and this is because learning just the 1-step
transitions from all samples is more efficient, while still
being sufficient to express all k-step transitions.

Lemma 4. Fix P̂ and let εP̂ =

maxs,a,k

∥∥∥P̂ (·|s, a, k)− P (·|s, a, k)
∥∥∥
1
. Then in

the generative setting (Definition 1), with probability
≥ 1− δ we have∥∥∥GR̂,P̂ − GR,P

∥∥∥
∞

≲
1

(1− γ)
(SAK)

1/2
εP̂

+

(
G2

maxS
2A2K

n

)1/2

+

(
1

(1− γ)2
G2

maxS
2A2K

n
ε2
P̂

)1/4

where Gmax = max{C, | 1
1−γ − C|}.

Lemma 4 demonstrates that the error of aggregated
reward estimation is directly related to the error of
transition estimation through εP̂ ; better transition
estimation (smaller εP̂ ) translates to faster reward

convergence. For P̂ used in the timing-aware or timing-
naive model updates, εP̂ is given by the bounds in



Timing as an Action: Learning When to Observe and Act

Lemma 3 and Lemma 2, respectively, both of which are
n−1/2 thus endowing the RHS of Lemma 4 with a fast
n−1/2 rate of estimation, with GR̂,P̂ → GR,P as n→∞.

For example, Lemma 4 is Õ(SA3/4K1/2n−1/2) for the
timing-aware model-based approach in (5) since εP̂ =

Õ(SA1/2 logKn−1/2) from Lemma 3.1 The sample
complexity gains in timing-aware model estimation
thus translate to reward estimation as well.

As Q̂ is formed directly from P̂ and GR̂,P̂ in the model-

based update (8), the Q-value estimate directly inherits

the quality of the P̂ and GR̂,P̂ estimates. In other
words, the better the transition estimate, the better
Q̂ approximates Q∗, and the better the downstream
learned policy is. This is formalized below.

Proposition 1. For any P̂ and GR̂,P̂ , let Q̂ satisfy

(8). Let πQ̂ be the greedy policy with respect to Q̂, i.e.,

πQ̂(a, k|s) = 1[a = argmaxa′,k′ Q̂(s, a′, k′)]. Then

∥Q∗ −QπQ̂∥∞ ≤
2

1− γ

∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
2γ

(1− γ)2
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1
.

5 EXPERIMENTS

Our experiments investigate the model estimation prob-
lem (Section 5.1) separately from the policy learning
problem (Section 5.2).

Implementation Details All models are implemented
using PyTorch, with transition probabilities P̂ initial-
ized uniformly, and single-step reward estimates R̂
initialized to −1. For the timing-aware model, the esti-
mate of the one-step transition matrix for action a is
P̂a,1 = softmax(T[a, :, :]), where T is an unconstrained
A× S × S parameter tensor initialized with ones, and
the softmax is over the last dimension. For the timing-
naive model, the estimate of the k-step transition ma-
trix for action a is P̂a,k = softmax(T′[a, k, :, :]), where
T′ is an unconstrained A×K×S×S parameter tensor
initialized with ones, and the softmax is over the last
dimension. The single-step rewards R̂ are initialized
as an A× S tensor, and estimates of the expected ag-
gregate reward are computed using ĝ = GR̂,P̂ (s, a, k),

defined in (7). Additional optimization details are in
Appendix B.

1While we obtain the desired logK dependence in our
timing-aware transition estimation bound, this becomes a
looser K1/2 factor in the reward estimation result, which
we believe is an artifact of the analysis that arises from
translating between norms. However, this inflation applies
to any plug-in transition estimation so our argument for
sample efficiency gains still applies.
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Figure 1: Maximum L1 estimation error
maxa,s ∥Pa,k(·|s)− P̂a,k(·|s)∥1 (with 95% CI) for P̂a,1,

P̂a,5, and P̂a,10 vs. N , the # of samples generated from
three sampling regimes: (a) the generative setting of
Definition 1, (b) only sampling k = min(K), and (c)
only sampling k = max(K).

5.1 Transition Model Estimation

As the likelihood objective in the timing-aware model-
based approach (5) may be non-convex in the one-step
parameters pa,1, we first verify empirically that stan-
dard gradient-based optimization methods can learn
P̂ ≈ P in Figure 3. To better compare the rates
of learning the transition probabilities in the timing-
aware and timing-naive approaches, we examine the
L1 error curves for three sampling regimes: (a) draw-
ing samples in the generative setting (Definition 1),
(b) drawing an equivalent number of samples select-
ing actions uniformly with just the minimum delay,
and (c) drawing an equivalent number of samples
selecting actions uniformly with just the maximum
delay. For (a), we draw n = [1, 2, 5, 10, 20, 50, 100]
per-(s, a, k) samples ∀(s, a, k) ∈ S × A × K, giving
N = nSAK = [60, 120, ..., 6000] samples to estimate

P̂ . For (b) and (c) which sample just one value of
k, we draw ten times as many per-(s, a, k) samples to
obtain the same number of samples N . True transition
probabilities P come from the disease progression en-
vironment, where S = 3, A = 2, and K = 10. We also
sanity-check against the estimate of P from empirically
counting transitions to each state given each state and
action. Results are averaged over 30 trials.

When all delays are sampled, the timing-aware model-
based approach achieves lower estimation error faster
than the timing-naive model-based approach and em-
pirical counts. In the generative setting (Definition 1),
for example, it only takes the timing-aware approach
n = 20 draws of all (s, a, k) ∈ S × A × K to achieve
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  states:
  healthy   unhealthy   dead

  actions:
      treat            don’t treat

Disease Progression 

  states: 
  blood glucose
     70ー80 mg/dL, 
     80ー90, …, 
     340ー350, out of range
  actions:
   insulin amount
      0, 10, 20, 30, 40

Glucose

  states:

  actions:

Windy Grid

Figure 2: Summary of disease, glucose, and windy grid environments. Additional details in Appendix C.

Table 1: Final average cumulative reward after 200 episodes. Values are written in the hundreds.

Disease Progression Windy Grid Glucose

Timing-Aware 4.26 (4.00–4.53) 81.5 (80.3–82.6) 0.420 (0.287–0.554)
Timing-Naive 4.24 (4.00–4.47) 76.9 (75.0–78.8) 0.334 (0.224–0.443)
Model-Free 3.47 (3.28–3.65) 3.96 (1.83–6.10) 0.270 (0.183–0.356)

a maximum L1 error less than 0.1 in the estimate of
the one-step transition probabilities, whereas it takes
timing-naive approach more than n = 100 per-(s, a, k)
draws to achieve the same. While in the timing-naive
approach each sample only contributes information to-
wards the corresponding entry with the same delay,
in the timing-aware approach each sample contributes
to the estimates of transition probabilities of all other
delays. This is further demonstrated in the second and
third columns of Figure 3, where when only one delay
is sampled, the timing-naive approach only improves
its estimate with samples of the same delay, and the
estimates for the other delays remain unchanged.

5.2 Reinforcement Learning Setting

For πQ̂, we use an ϵ-greedy policy with ϵ = 0.1,
where with probability 1 − ϵ the delay and action
are argmaxa′,k′ Q̂(s, a′, k′), and otherwise the delay
is k = 1 and the action is drawn uniformly from A.
Each experiment has 200 episodes (limited to mimic
real-world situations with limited data), and 50 trials
of each experiment are run. We explore three environ-
ments of increasing size of state and action space: (1) a
three-state disease progression simulator, (2) a glucose
simulator, and (3) a windygrid environment (Figure
2). We implement an augmented version of all three
simulators which accepts both the action a and delay k,
and returns the aggregated rewards g and state s′ after
having taken k steps with action a (see box in Section
2). Code for these simulators is in the supplement.

Progression Environment This simulator is an en-
vironment with three states (healthy, unhealthy, dead)
and two actions (treat and do not treat). We consider
delays of up to ten timesteps, k ∈ K = [1, 2, ..., 10]. The

simulator is based on models commonly used in disease
progression modeling, such as multi-state Markov mod-
els used in breast cancer progression modeling (Yen
et al., 2003; Olsen et al., 2006; Chen et al., 1996; Duffy
et al., 1995). The true transition probabilities P are in-
cluded in Appendix C. The healthy state has a reward
of 25, the unhealthy state has a reward of 5, and the
dead state terminates the episode and has as reward
of 0. The action cost is C = 5, and γ = 0.99.

Glucose Environment We implement an augmented
version of the SimGlucose simulator (Xie, 2018), with
29 states corresponding to ranges of blood glucose mea-
surements, and five actions corresponding to different
insulin amounts. We consider delays K = [1, 2, 3, 4].
The reward and transition probabilities are not defined
explicitly, but rather according to dynamics in Clarke
and Kovatchev (2009); Xie (2018); Man et al. (2014).
The action cost is C = 0.5, and γ = 0.99.

Windy Grid Environment The windy grid simulator
is a classic RL environment (Sutton and Barto, 2018),
consisting of a 7 × 10 grid with 70 states, and four
actions (up, down, left, right). We consider a delay
space K = [1, 2, ..., 10]. The agent starts at (3, 0), and
the goal state is at (3, 7). With probability 0.5, wind
(columns 4–6 and 9) pushes the agent up one space,
and strong wind (columns 7 and 8) pushes the agent
up two spaces. Except for states with wind, the actions
produce the expected transition to adjacent states with
probability 1. In row 3, columns 5 and 6 have hazards
which have a negative reward, -5. The goal state has
a reward of 10,000, and the remaining states have a
reward of -1. Upon reaching the goal state, the episode
terminates. The action cost is C = 1, and γ = 0.99.

RL Results Across episodes, the timing-aware ap-
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Figure 3: Average cumulative reward and mean L1
error (∥P̂a,k(·|s)− Pa,k(·|s)∥1 averaged over all s, a, k)
across 50 trials, smoothed with a running average over
20 episodes. Shaded regions are the standard errors.
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Figure 4: Avg. cumulative reward and mean L1 error
for timing-aware with/without exploration phase.

proach achieves the highest cumulative reward in all en-
vironments (Table 1 and Figure 2, top). In the disease
progression environment it only achieves slightly higher
cumulative reward than the timing-naive approach,
but achieves it quicker with fewer episodes. In the
windy grid and glucose environments, the timing-aware
approach significantly outperforms the timing-naive
approach. In all cases, the model-based approaches
outperform the model-free approach. In the disease
progression and windy grid environments (where we
have access to the true P for evaluation purposes), the
timing-aware approach is able to obtain significantly
lower estimation error maxs,a,k ∥Pa,k(·|s)− P̂a,k(·|s)∥1
than the timing-naive approach (Figure 2, bottom).

We also experiment with adding an exploration phase
of 50 episodes, where actions are taken uniformly at
random in the exploration phase before reverting to
the ϵ-greedy policy. This approach does decrease the
estimation error more quickly (Figure 4 second row),
however depending on the environment, it has an in-
consistent effect on the resulting cumulative reward.
In the windy grid environment, we observe that while
the exploration phase improves transition estimation,
this does not necessarily translate to a higher return.

It can even worse performance when purely random
exploration causes early termination, as in the glucose
environment. On the other hand, it can also result in
improved transition estimation and higher reward, as
seen in the disease progression environment.

In the disease simulator, all methods execute the “don’t
treat” action more frequently (assigns higher proba-
bilities to staying in the same state) rather than the
“treat” action (encourages switching between states)
(Appendix Figure 6). The learned policies align with
clinical intuition, learning not to treat in the healthy
state, and to treat in the unhealthy state. Once the
agent is in a healthy state, it is incentivized to remain
there as long as possible. The timing-aware method
often takes the largest delay (10 timesteps), whereas
the timing-naive method executes intermediate delays
more frequently, and the model-free methods execute
much shorter delays.

In the glucose simulator, timing-aware most frequently
administers the second lowest amount of insulin for the
largest delay (4 timesteps) (Appendix Figure 6). By
contrast, the timing-naive method administers a greater
variety of quantities of insulin, and does so for an in-
termediate number of timesteps, most frequently ad-
ministering for two timesteps. The model-free method
utilizes all actions and delays more uniformly. These
policies align with the clinical intuition that one should
avoid administering large doses for extended periods
of time.

In the windy grid simulator, all methods tend to utilize
shorter delays closer to the goal state, where wind
pushes the agent up one or two squares with probability
0.5 (Appendix Figure 7). Along the first and last rows
(rows 0 and 9) of the grid, the timing-aware policy
learns to repeat the move right action just long enough
to get in the vicinity of the goal. Since there is wind
pushing the agent upward in columns 7 and 8, along the
top half of the grid the agent learns to go to column 9
first (where there is no wind), and then walk downward
to the same row as the goal state before walking left.
The optimal policy more closely resembles the timing-
aware approach than the timing-naive approach.

6 DISCUSSION

The timing-as-an-action problem setting poses interest-
ing theoretical and practical challenges for bringing re-
inforcement learning into real-world settings where op-
portunities to observe and act can be costly. We demon-
strate that the timing-aware model-based method lever-
ages the structure of the timing-as-an-action environ-
ment to obtain sample complexity advantages over
either model-free (corresponding to standard value-
based RL methods translated to our setting) or the
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timing-naive model-based method. This aligns with
intuition, as the timing-naive method must learn SAK
parameters for P̂ whereas the timing-aware method
only needs to learn SA parameters for P̂ .

We demonstrate empirically that estimation using the
timing-aware approach is more sample-efficient than
the timing-naive approach (Figure 3). Additionally, the
timing-aware approach updates its estimates for tran-
sition probabilities of delay actions other than those
which were sampled (middle and right columns of Fig-
ure 3), whereas the timing-naive approach does not.

In all RL experiments, the timing-aware approach
achieves the highest or ties for the highest average
cumulative reward (Table 1). We note that these re-
sults are after 200 episodes, and it is likely that with
more episodes the other methods would eventually
do as well as the timing-aware approach. In the dis-
ease progression and windy grid RL settings, timing-
naive has substantially higher estimation error than
timing-aware, however the resulting policy is still able
substantially outperform the model-free approach and
obtain performance comparable or almost comparable
to timing-aware, indicating that the learned policy can
still perform well even if P̂ is inaccurate (Figure 2).
Similarly, although an exploration phase helps improve
the estimation error (Figure 4), the cumulative reward
may not necessarily improve. Although our results use
the same exploration strategy across all settings, future
works may find it beneficial in some settings to have
an exploration phase for the first few episodes in order
to quickly learn P̂ .
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A Proofs for Section 4

A.1 Proof of Lemma 1

Proof. Let us show that the Bellman backup operator H described in (2) is a contraction mapping in the finite
space (R, L∞).

(Hq)(s, a, k) =
∑
s′∈S

Pa,k(s
′|s)

[
E[G(s, a, k)] + γk max

a′,k′
q(s′, a′, k′)

]
||Hq1 −Hq2||∞

= max
s,a,k

∣∣∣∣∣∑
s′∈S

Pa,k(s
′|s)

[
E[G(s, a, k)] + γk max

a′,k′
q1(s

′, a′, k′)− E[G(s, a, k)]− γk max
a′,k′

q2(s
′, a′, k′)

]∣∣∣∣∣
= max

s,a,k

∣∣∣∣∣∑
s′∈S

Pa,k(s
′|s)

[
γk(max

a′,k′
q1(s

′, a′, k′)−max
a′,k′

q2(s
′, a′, k′))

]∣∣∣∣∣
≤ max

s,a,k
γk
∑
s′∈S

Pa,k(s
′|s)

∣∣∣∣max
a′,k′

q1(s
′, a′, k′)−max

a′,k′
q2(s

′, a′, k′)

∣∣∣∣
≤ max

s,a,k
γk
∑
s′∈S

Pa,k(s
′|s)max

a′,k′
|q1(s′, a′, k′)− q2(s

′, a′, k′)|

= max
s,a,k

γk
∑
s′∈S

Pa,k(s
′|s)||q1 − q2||∞

= γk||q1 − q2||∞
≤ γ||q1 − q2||∞

where the last line follows from the fact that k ≥ 1. Thus, the operator H is a contraction. Hence, by the Banach
fixed point theorem, there exists a unique optimal Q∗.

A.2 Proofs for Lemma 2 and Lemma 3

First we prove Lemma 3. Applying Lemma 5 to {Di}Ni=1 drawn as in the generative setting (Definition 1), the
LHS becomes

N∑
i=1

E(s,a,k)∼Di

∥∥∥P̂ (s′|s, a, k)− P (s′|s, a, k)
∥∥∥2
1
= n

∑
s,a,k

∥∥∥P̂ (s′|s, a, k)− P (s′|s, a, k)
∥∥∥2
1

and we have the bound that with probability at least 1− δ,

∑
s,a,k

∥∥∥P̂ (s′|s, a, k)− P (s′|s, a, k)
∥∥∥2
1
≤ 12 log(|P1|/δ)

n
+ 6ϵSAK + ϵ2SAK

Then choosing ϵ = 1/nSAK, Lemma 8 states that |P1| has cardinality ≤ (nS2AK2)S
2A, thus

∑
s,a,k

∥∥∥P̂ (s′|s, a, k)− P (s′|s, a, k)
∥∥∥2
1
≤ 12S2A log(S2AK2n/δ)

n
+

6

n
+

1

SAKn2
,

which implies that (suppressing log factors)

max
s,a,k

∥∥∥P̂ (s′|s, a, k)− P (s′|s, a, k)
∥∥∥
1
≲ S

√
A log(K/δ)

n

The proof of Lemma 2 proceeds similarly but with |P| ≤ (nS2AK)S
2AK from Lemma 8.
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Maximum likelihood estimation We state and prove a general MLE guarantee for conditional probability
estimation. This section is takes inspiration from the results in Agarwal et al. (2020); Liu et al. (2022, 2023);
Huang et al. (2023). We consider the problem of estimating the conditional density f∗(y|x), for all x ∈ X (the
input space) and y ∈ Y (the target space). We are given a function class F : X ×Y → R, and suppose f∗ ∈ F . In
addition, we have an adaptive dataset D = {(xi, yi)}Ni=1 where xi ∼ Di(x<i, y<i), and yi ∼ f∗(·|xi). We output

f̂ = argmaxf∈F
∑n

i=1 log f(yi|xi). Note that this is analogous to the model-based estimation in (5) and (4) with
function classes P1 and P, respectively, and X = S ×A×K and Y = S.

We allow F to be an infinite function class, and the MLE bound will depend on the statistical complexity of the
function class F , which is quantified using the ℓ1 optimistic cover, defined below:

Definition 2 (ℓ1 optimistic cover). For a function class F ⊆ (X → R), we call function class F an ℓ∞ optimistic
cover of F with scale ϵ, if for any f ∈ F there exists f ∈ F , such that maxx∈X ∥f(·|x) − f(·|x)∥1 ≤ ϵ and
f(y|x) ≤ f(y|x), ∀x ∈ X , y ∈ Y.

The formal bound for MLE estimation is stated below:

Lemma 5 (MLE guarantee). Suppose F satisfies: (i) f∗ ∈ F , (ii) each function f ∈ F is a valid probability
distribution over Y given x (i.e., f(·|x) ∈ ∆(Y) for all x ∈ X ), and (iii) F has a finite ℓ1 optimistic cover

(Definition 2) F with scale ϵ and F ⊆ (X → R≥0). Then with probability at least 1− δ, the MLE solution f̂ has
an ℓ1 error guarantee

N∑
i=1

Exi∼Di

∥∥∥f̂(·|xi)− f∗(·|xi)
∥∥∥2
1
≤ 12 log(|F|/δ) + 6ϵN + ϵ2N

Proof of Lemma 5. First, define

L(f,D) = 1

2

N∑
i=1

log

(
f(yi|xi)

f∗(yi|xi)

)
.

Next, we decouple the dependencies between samples, and state the following result from Agarwal et al. (2020)
without proof:

Lemma 6 (Lemma 24 of Agarwal et al. (2020)). Let D be a dataset of N examples, and let D′ be a tangent
sequence. A tangent sequence {(x′

i, y
′
i)}Ni=1 is sampled as x′

i ∼ Di(x1:i−1, y1:i−1) and y′i ∼ f∗(·|x′
i), which is

independent conditioned on D. Let L(f,D) = 1
N

∑N
i=1 l(f, (xi, yi)) be any function that decomposes additively

across examples, where l is any function, and let f(D) be any estimator taking as input the random variable D
and with range F . Then

ED [exp (L(f(D),D)− logED′ exp(L(f(D),D′))− log |F|)] ≤ 1.

Using Chernoff’s method with union bound over F , with probability at least 1− δ we have for any f ∈ F that

− logED′ exp (L(f(D),D′)) ≤ −L(f(D),D) + log(|F|/δ)

Now let f ∈ F be the ϵ-close ℓ1 optimistic approximator of the MLE solution f̂ ∈ F . Applying the above to f , in
the RHS we have

−L(f(D),D) = 1

2

N∑
i=1

log
f∗(yi|xi)

f(yi|xi)

≤ 1

2

N∑
i=1

log
f∗(yi|xi)

f̂(yi|xi)
(f is optimistic cover)

=
1

2

(
N∑
i=1

log f∗(yi|xi)−
N∑
i=1

log f̂(yi|xi)

)
≤ 0 (f̂ optimal)
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Combining inequalities, we have

log(|F|/δ) ≥ − logED′ exp
(
L(f(D),D′)

)
= − logED′

[
exp

(
1

2

N∑
i=1

log

(
f(y′i|x′

i)

f∗(y′i|x′
i)

))
|D

]

= −
N∑
i=1

logEx∼Di,y∼f∗(·|xi)

√ f(y|x)
f∗(y|x)

 (9)

Next, we show that for any D, we have

Ex∼D
∥∥f(·|x)− f∗(·|x)

∥∥2
1
≤ −12 logEx∼D,y∼f∗(·|x)

√ f(y|x)
f∗(y|x)

+ 6ϵ (10)

Combining (9) and (10), we have

N∑
i=1

Ex∼Di

∥∥f(·|x)− f∗(·|x)
∥∥2
1
≤ 12 log(|F|/δ) + 6ϵN (11)

Finally, using the triangle inequality, we have

N∑
i=1

Ex∼Di

∥∥∥f̂(·|x)− f∗(·|x)
∥∥∥2
1
≤

N∑
i=1

Ex∼Di

∥∥∥f̂(·|x)− f(·|x)
∥∥∥2
1
+

N∑
i=1

Ex∼Di

∥∥f(·|x)− f∗(·|x)
∥∥2
1

≤ ϵ2N + 12 log(|F|/δ) + 6ϵN

Lemma 7 (Optimistic cover for P). For the function class P (from (4)) there exists an ℓ1 optimistic cover

(Definition 2) with scale ϵ of size
(
⌈Sϵ ⌉

)S2AK
.

Lemma 8 (Optimistic cover for P1). For the function class P1 (from (5)) there exists an ℓ1 optimistic cover

(Definition 2) with scale ϵ of size
(
⌈KS

ϵ ⌉
)S2A

.

Proof of Lemma 7. Denote P = {Pk}k∈[K], where Pk denotes the model class for the k-step transitions, and we

will construct P = {Pk}k∈[K] its optimistic covering set. For any P ∈ Pk, set its optimistic covering function

to be P (s′|s, a, k) = ϵ′⌈P (s′|s,a,k)
ϵ′ ⌉ and include this P in Pk. Clearly for any (s, a, k, s′) we have P (s′|s, a, k) ≥

P (s′|s, a, k), and ∥P (·|s, a, k)− P (·|s, a, k)∥1 ≤ ϵ′|S| so we need to set ϵ′ = ϵ/|S|. Then |P| ≤
(
⌈ |S|

ϵ ⌉
)S2AK

.

Proof of Lemma 8. For any P, P ′ ∈ P1 and k ∈ [K],∥∥Pa,k(·|s)− P ′
a,k(·|s)

∥∥
1
=
∥∥P k

a,1(·|s)− (P ′
a,1)

k(·|s)
∥∥
1
≤ |S|k sup

s

∥∥Pa,1(·|s)− P ′
a,1(·|s)

∥∥
1

Let P ′
1 = {P : S × A → ∆(S)} to be the set of all valid one-step transitions. Then it suffices to first find a

cover P ′
1 of P ′

1 using a grid of size ϵ
|S|K , then set the cover of P1 to be P = {[(P a,1)

k]a∈A,k∈K : P ∈ P ′
1}. Then

|P| ≤
(
⌈K|S|

ϵ ⌉
)S2A

.

A.3 Proof of Lemma 4

We treat P̂ as independent of Ĝ in this section, which can be accomplished by splitting the samples N into two
folds, one for P̂ estimation, and one for Ĝ estimation, which dilutes the final bound by only a small constant
factor without changing the dependencies, and we discuss this at the end of this section.
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Let (si, ai, ki) ∼ µ independently. For a fixed P̂ , rewrite the regression as

Ĝ = argmin
f∈FP̂

1

N

N∑
i=1

(f(si, ai, ki)− gi)
2

where FP̂ = {GR′,P̂ : R′ ∈ [0, 1]SA} is the set of aggregated rewards induced by P̂ and any valid one-step reward

function. We will bound the error
∥∥∥Ĝ− GR,P

∥∥∥2
2,µ

, starting with the decomposition∥∥∥Ĝ− GR,P

∥∥∥2
2,µ

=
∥∥∥Ĝ− g

∥∥∥2
2,µ×G

− ∥GR,P − g∥22,µ×G

=
∥∥∥Ĝ− g

∥∥∥2
2,µ×G

−
∥∥∥GR,P̂ − g

∥∥∥2
2,µ×G

+
∥∥∥GR,P̂ − g

∥∥∥2
2,µ×G

− ∥GR,P − g∥22,µ×G

=
∥∥∥Ĝ− g

∥∥∥2
2,µ×G

−
∥∥∥GR,P̂ − g

∥∥∥2
2,µ×G︸ ︷︷ ︸

T1

+
∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ︸ ︷︷ ︸

T2

We can bound T2 as follows:∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ
≤ 1

(1− γ)2
max
s,a,k

∥∥∥P̂ (·|s, a, k)− P (·|s, a, k)
∥∥∥2
1
:=

1

(1− γ)2
εP (12)

We have the following bound for T1 from Lemma 9:∥∥∥Ĝ− g
∥∥∥2
2,µ×G

−
∥∥∥GR,P̂ − g

∥∥∥2
2,µ×G

≲

√
SAG2

max log(1/δ
′)

N

∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ

+
SAG2

max log(1/δ
′)

N

Then combining (12) and Lemma 9, we have∥∥∥Ĝ− GR,P

∥∥∥2
2,µ

≲

√
SAG2

max log(1/δ
′)

N

∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ

+
SAG2

max log(1/δ
′)

N
+
∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ

≤ 1

1− γ

√
SAG2

max log(1/δ
′)

N
εP +

SAG2
max log(1/δ

′)

N
+

1

(1− γ)2
εP

Finally, to translate the above inequality to the ℓ∞ guarantee of Lemma 4 in the generative setting (Definition 1),∥∥∥Ĝ− GR,P

∥∥∥2
2,µ

=
1

SAK

∑
s,a,k

(
Ĝ(s, a, k)− GR,P (s, a, k)

)2
≥ 1

SAK
max
s,a,k

(
Ĝ(s, a, k)− GR,P (s, a, k)

)2
Combining the above two inequalities and rearranging gives the result.

Bounds for timing-aware model-based and timing-naive model-based methods We briefly discuss the
bound for timing-aware model-based, and the bound for timing-naive model-based follows the same argument.
Due to sample splitting, we call the results in Lemma 3 and Lemma 4 with 1

2N samples and δ′ = 1
2δ, then union

bound over the two results. For timing-smart, we have εP ≲ S2A log(K/δ)
n .

Lemma 9. Let R̂ be the output of (6) with transition P̂ , and define Ĝ = GR̂,P̂ . With probability at least 1− δ′

we have∥∥∥GR̂,P̂ − g
∥∥∥2
2,µ×G

−
∥∥∥GR,P̂ − g

∥∥∥2
2,µ×G

≲

√
SAG2

max log(1/δ
′)

N

∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ

+
SAG2

max log(1/δ
′)

N

Proof of Lemma 9. For any f , define the empirical loss LD(f) and its expectation Lµ(f), respectively, as

LD(f) :=
1

N

N∑
i=1

(f(si, ai, ki)− gi)
2

Lµ(f) := E(s,a,k)∼µ,g∼G(s,a,k)

[
(f(s, a, k)− g)2

]
.
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Let F P̂ be an ℓ∞ covering of FP̂ with scale ϵ, in other words, for any f ∈ FP̂ there exists f ∈ F P̂ such that

|f(s, a, k) − f(s, a, k)| ≤ ϵ for any (s, a, k). Lemma 10 shows that such a covering exists and has cardinality

|F P̂ | = (⌈1/(1− γ)ϵ⌉)SA
. For any f ∈ F P̂ , for a random (s, a, k, g) ∼ µ×G, define

Z(f) := (f(s, a, k)− g)
2 −

(
GR,P̂ (s, a, k)− g

)2
and let Zi(f) be the corresponding variable for each (si, ai, ki, gi) ∈ Di. Observe that LD(f) − LD(GR,P̂ ) =
1
N

∑N
i=1 Zi(f). Applying Bernstein’s inequality with union bound over F P̂ , with probability ≥ 1 − δ we have

that for any f ∈ F P̂ ,

E[Z(f)]− 1

N

N∑
i=1

Zi(f) ≤

√
2V[Z(f)] log

|FP̂ |
δ

N
+

8G2
max log

|FP̂ |
δ

3N
(13)

For any f ∈ F P̂ , we can upper bound V[Z(f)] as follows (with the constant Gmax such that g ∈ [−Gmax, Gmax]):

Vµ×P [Z(f)] ≤ Eµ×G[Z(f)2]

= Eµ×G

[(
(f(s, a, k)− g)

2 −
(
GR,P̂ (s, a, k)− g

)2)2
]

= Eµ×G

[(
f(s, a, k)− GR,P̂ (s, a, k)

)2 (
f(s, a, k) + GR,P̂ (s, a, k)− 2g

)2]
≤ 16G2

maxEµ

[(
f(s, a, k)− GR,P̂ (s, a, k)

)2]
= 16G2

max

∥∥∥f − GR,P̂

∥∥∥2
2,µ

Further,

∥∥∥f − GR,P̂

∥∥∥2
2,µ
≤ 2

(
∥f − GR,P ∥22,µ +

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
= 2

(
∥f − GR,P ∥22,µ −

∥∥∥GR,P̂ − GR,P

∥∥∥2
2,µ

+ 2
∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
= 2

(
Lµ(f)− Lµ(GR,P )−

(
Lµ(GR,P̂ )− Lµ(GR,P )

)
+ 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
= 2

(
Lµ(f)− Lµ(GR,P̂ ) + 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
= 2

(
E[Z(f)] + 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
To summarize the above series of inequalities, we have upper bounded the variance as:

Vµ×P [Z(f)] ≤ 32G2
max

(
E[Z(f)] + 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
(14)

Plugging this back into (13), with probability ≥ 1− δ for any f ∈ F P̂ we have

E[Z(f)]− 1

N

N∑
i=1

Zi(f) ≤

√√√√√64G2
max

(
E[Z(f)] + 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
log

|F P̂ |
δ

N
+

8G2
max log

|F P̂ |
δ

3N
(15)



Helen Zhou, Audrey Huang, Kamyar Azizzadenesheli, David Childers, Zachary C. Lipton

Now let f̂ = GR̂,P̂ ∈ FP̂ , and let f be its covering function. Then for any (s, a, k, g),

∣∣∣Z(f)− Z(f̂)
∣∣∣ = ∣∣∣∣(f(s, a, k)− g

)2 − (f̂(s, a, k)− g
)2∣∣∣∣

=
∣∣∣(f(s, a, k)− f̂(s, a, k)

)(
f(s, a, k) + f̂(s, a, k)− 2g

)∣∣∣
≤ 4Gmax

∥∥∥f − f̂
∥∥∥
∞

≤ 4Gmaxϵ

since F P̂ is an ℓ∞ cover of scale ϵ. By extension,
∣∣∣E[Z(f)]− E[Z(f̂)]

∣∣∣ ≤ ϵ, and same for its empirical approximation.

Then

E[Z(f̂)]− 1

N

N∑
i=1

Zi(f̂) = E[Z(f)]− 1

N

N∑
i=1

Zi(f) +
(
E[Z(f̂)]− E[Z(f)]

)
+

(
1

N

N∑
i=1

Zi(f)−
1

N

N∑
i=1

Zi(f̂)

)

≤ E[Z(f)]− 1

N

N∑
i=1

Zi(f) + 2ϵ

≤

√√√√√64G2
max

(
E[Z(f)] + 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
log

|F P̂ |
δ

N
+

8G2
max log

|F P̂ |
δ

3N
+ 2ϵ

≤

√√√√√64G2
max

(
E[Z(f̂)] + ϵ+ 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
log

|F P̂ |
δ

N
+

8G2
max log

|F P̂ |
δ

3N
+ 2ϵ

Since f̂ is the regression loss minimizer, 1
N

∑N
i=1 Zi(f̂) ≤ 1

N

∑N
i=1 Zi(GR,P̂ ) = 0, and we have

E[Z(f̂)] ≤

√√√√√64G2
max

(
E[Z(f̂)] + ϵ+ 2

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
log

|F P̂ |
δ

N
+

8G2
max log

|F P̂ |
δ

3N
+ 2ϵ.

Completing the square gives

E[Z(f̂)] ≤

√√√√128G2
max log

|F P̂ |
δ

N

(
ϵ+

∥∥∥GR,P − GR,P̂

∥∥∥2
2,µ

)
+

112G2
max log

|F P̂ |
δ

3N
+ 28ϵ

and ϵ = 1
N , along with the identity of E[Z(f̂)] and |F P̂ | from Lemma 10, gives the final bound.

Lemma 10 (ℓ∞ cover of FP ′). Let P ′ be a valid transition matrix in the timing − as− an− action MDP, and
let FP ′ = {GR′,P̂ : R′ ∈ [0, 1]SA} be the induced function class of aggregate rewards. There exists an ℓ∞ cover

FP ′ , meaning that for any f ∈ FP ′ there exists f ∈ FP ′ with ∥f − f∥∞ ≤ ϵ, of cardinality
(
⌈ 1
(1−γ)ϵ⌉

)SA

.

Proof of Lemma 10. FP ′ is induced by an ℓ∞ covering of the one-step reward functions. Let R = {R′ : R′ ∈
[0, 1]SA}, and let R be its ℓ∞ covering of scale ϵ′, such that any R′ ∈ R has R ∈ R with ∥R′ −R∥∞ ≤ ϵ′. It is
easy to verify that the cardinality of R is ⌈ 1ϵ′ ⌉

SA, by discretizing the interval [0, 1] at a scale of ϵ′ for each (s, a).

Then we define FP ′ = {GR,P̂ : R ∈ R}.

For any f = GR′,P ′ ∈ FP ′ , consider f = GR,P ′ ∈ FP ′ , where ∥R−R′∥∞ ≤ ϵ′. Then using the definition of G in
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(7), for any (s, a, k) we have

∣∣f(s, a, k)− f(s, a, k)
∣∣ = ∣∣∣∣∣

k−1∑
τ=0

γτ
∑
s′

P ′(s′|s, a, k)
(
R′(s′, a)−R(s′, a)

)∣∣∣∣∣
≤

k−1∑
τ=0

γτ
∑
s′

P ′(s′|s, a, k)
∣∣R′(s′, a)−R(s′, a)

∣∣
≤ 1

1− γ
∥R′ −R∥∞

≤ ϵ′

1− γ

Choosing ϵ′ = (1− γ)ϵ gives the result.

A.4 Proof of Proposition 1

We first decompose

∥Q∗ −QπQ̂∥∞ ≤ ∥Q∗ − Q̂∥∞ + ∥Q̂−QπQ̂∥∞

Next we bound the first term. Using the fact that Q∗ is the unique solution to the timing-as-an-action Bellman
equation in (2), and the definition of Q̂ in (8), for a fixed (s, a, k) we have∣∣∣Q∗(s, a, k)− Q̂(s, a, k)

∣∣∣
=

∣∣∣∣∣GR,P (s, a, k)− GR̂,P̂ (s, a, k) + γk
∑
s′

(
P (s′|s, a, k)max

a′,k′
Q∗(s′, a′, k′)− P̂ (s′|s, a, k)max

a′,k′
Q̂(s′, a′, k′)

)∣∣∣∣∣
≤
∣∣∣GR,P (s, a, k)− GR̂,P̂ (s, a, k)

∣∣∣+ γk
∑
s′

∣∣∣P (s′|s, a, k)− P̂ (s′|s, a, k)
∣∣∣max
a′,k′
|Q∗(s′, a′, k′)|

+ γk
∑
s′

P̂ (s′|s, a)
∣∣∣∣max
a′,k′

Q∗(s′, a′, k′)−max
a′,k′

Q̂(s′, a′, k′)

∣∣∣∣
≤
∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
γk

1− γ
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1
+ γk

∥∥∥Q∗ − Q̂
∥∥∥
∞

where we use the fact P̂ is a valid transition and that ∥Q∗∥∞ ≤ 1/(1− γ) in the last inequality above. Since this
holds for any (s, a, k), we have∥∥∥Q∗ − Q̂

∥∥∥
∞
≤
∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
γ

1− γ
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1
+ γk

∥∥∥Q∗ − Q̂
∥∥∥
∞

,

and rearranging the above inequality gives

∥Q∗ − Q̂∥∞ ≤
1

1− γ

∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
γ

(1− γ)(1− γ)
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1

For the second term, again fixing (s, a, k) and using similar techniques, we have

|Q̂(s, a, k)−QπQ̂(s, a, k)|

=

∣∣∣∣∣GR,P (s, a, k)− GR̂,P̂ (s, a, k) + γk
∑
s′

(
P̂ (s′|s, a, k)max

a′,k′
Q̂(s′, a′, k′)− P (s′|s, a, k)QπQ̂(s′, πQ̂(s

′))

)∣∣∣∣∣
=

∣∣∣∣∣GR,P (s, a, k)− GR̂,P̂ (s, a, k) + γk
∑
s′

(
P̂ (s′|s, a, k)Q̂(s′, πQ̂(s

′))− P (s′|s, a, k)QπQ̂(s′, πQ̂(s
′))
)∣∣∣∣∣ ,
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since πQ̂ is the greedy policy w.r.t. Q̂. Then

|Q̂(s, a, k)−QπQ̂(s, a, k)| ≤
∣∣∣GR,P (s, a, k)− GR̂,P̂ (s, a, k)

∣∣∣+ γk
∑
s′

∣∣∣P (s′|s, a, k)− P̂ (s′|s, a, k)
∣∣∣ ∣∣∣QπQ̂(s′, πQ̂(s

′))
∣∣∣

+ γk
∑
s′

P̂ (s′|s, a)
∣∣∣Q̂(s′, πQ̂(s

′))−QπQ̂(s′, πQ̂(s
′))
∣∣∣

≤
∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
γk

1− γ
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1
+ γk

∥∥∥Q̂−QπQ̂

∥∥∥
∞

Then rearranging, we have

∥Q̂−QπQ̂∥∞ ≤
1

1− γ

∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
γ

(1− γ)(1− γ)
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1

Then combining the two parts of the bound, we have

∥Q∗ −QπQ̂∥∞ ≤ ∥Q∗ − Q̂∥∞ + ∥Q̂−QπQ̂∥∞

≤ 2

1− γ

∥∥∥GR,P − GR̂,P̂

∥∥∥
∞

+
2γ

(1− γ)(1− γ)
max
s,a,k

∥∥∥P (·|s, a, k)− P̂ (·|s, a, k)
∥∥∥
1

B Implementation Details

For the transition estimation experiments, optimization is done using SGD with a learning rate of 0.01. For the
RL environments, optimization is done using the Adam optimizer with a batch size of 500 and initial learning
rate of 10−3 for P̂ and 0.1 for R̂, and Q-value iteration is done to convergence, where convergence is defined
as a change of less than 10−5 for at least two iterations. For additional details, see the code provided in the
supplement, which reproduces all results in the paper. All experiments were conducted on a single machine
with 24 CPUs and 1 Titan RTX GPU. Windy grid experiments were conducted on the GPU whereas all other
experiments were conducted on CPU.

C RL Environment Details

The true one-step transition probabilities for the disease progression simulator are as follows:

true_P = np.array([

[

[0.89, 0.1, 0.01],

[0.15, 0.8, 0.05],

[0.0, 0.0, 1.0]

],

[

[0.1, 0.89, 0.01],

[0.8, 0.15, 0.05],

[0.0, 0.0, 1.0]

],

])

which is a A× S × S matrix, and the (i, j, k)-th element is the probability of transitioning to state k conditioned
on taking action i from state j.

D RL Experiment Results

Reward Estimation In the generative setting, averaged over 30 trials, we characterize the aggregate reward
estimation error when the reward model is learned in conjunction with the timing-aware and timing-naive models.
This estimation error is compared to when the reward model is learned but paired with an oracle transition
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Figure 5: Average reward estimation error ||GP,R − GP̂ ,R̂||∞ in the generative setting over 30 trials, with 95%

confidence intervals. The number of repetitions n = [1, 2, 5, 10, 20, 50, 100] is the number of per-(s, a, k) samples
drawn for all (s, a, k) ∈ S ×A×K.

model, as well as against simply averaging the rewards gathered from tuples of experience taking each action
from each state.

Overall, simply tracking the average empirical reward is the least sample efficient, followed by learning R̂ in
conjunction with timing-naive P̂ , followed by timing-aware P̂ , and finally using the oracle P when learning R̂.

Distribution of Actions Taken Next, we include visualizations of distribution of actions taken by the policy
in each environment (Figure 6) and the policies learned in the windy grid environment (Figure 7).

Model-Free
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Timing-Aware

Model-Free

Timing-Naive
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Action Distribution Delay Distribution

Disease Simulator

Model-Free
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Timing-Naive
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Timing-Aware
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Figure 6: Distribution of actions (sub-left) and delays (sub-right) taken by the policy in the disease progression
(left), glucose monitoring (middle), and windy grid (right) environments. In the disease simulator, action 0
corresponds to “don’t treat” and action 1 corresponds to “treat.” Delays are 0-indexed, but delay 0 corresponds
to a one-timestep delay, delay 1 corresponds to a two-timestep delay, etc.
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Figure 7: Maximum Q-values learned in each state from the timing-aware and timing-naive model-based methods
after 200 episodes, as well as the oracle Q values. In each grid state, the arrow gives the direction of the action,
the number gives the delay, and the color gives the value. ˆ or ˆˆ indicate a stochastic wind which pushes the
agent up with probability 0.5 for one or two squares, respectively. The star is the goal state, and the x’s are
hazard states.
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